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Complete Solutions to Miscellaneous Exercises 5

X, +5x,
1. We are given the transformation T{xl} = 0 . How do we show that this is
2 2x, —3x,
linear?
Need to show that both 7(u+V)=T(u)+T(Vv) and T (ku)=kT(u), where k is a

scalar, are satisfied. This is definition (5-2).

Let u= {Z} and v= E’} . Then by applying the given transformation we have

a+5b c+5d
oo

Checking T'(u+Vv)=T(u)+T(v):

(
T(u+v)=TMﬂ

_(a+c)+5(b+d) . x, +5x,
0 Because T{ 1}: 0
2(a+c)-3(b+d) Yol 2y, —ay,
" a+5b+c+5d a+5b c+5d
= 0 = 0 |+ 0 |=T(w)+T(v)
| 2a—3b+2c—3d 2a—3b| |2c—-3d
~7{u) =1{)

ka +5kb a+5b

ka
= Hka = 0 |=k| O [=kT(u)
QegLyipa?nts?grmation 2ka —3kb 2a-3b

=T(u)
This means we have T'(ku)=kT(u).
Hence the given transformation is linear because both conditions
T(u+Vv)=T(u)+T(v) and T(ku)=kT(u)
are satisfied.
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2. By taking the transpose we have

X
2x, —3x, +4x,
T'\x, |=
—X, + X,
X3
How do we show T is a linear map (transformation)?
By Definition (5-2) we need to show both the following conditions:

T(u+v)=T(u)+T(v) and T(ku)=kT(u) where k is a scalar

X N
Let u=|x, | and v=|y, |. Then by applying the given transformation we have
X3 V3
X - N
2x, —3x, +4x 2y, -3y, +4
T(u)=T||x, :{ PP and T(V)=T]]| y, :{ TR y‘?}
X +x, Nt
X, Y3
We have
X+ 0
T(u+v)=T||x,+,
X3+ Vs |
_ 2(x1+y1)—3(x2+y2)+4(x3+y3)
Applying the given linear map _(xl +y1)+(x2 +y2)

B {le —3x, +4x,+2y, -3y, +4y3}
X tX, =Nt ),
[2xl—3x2+4x3} [2y1—3y2+4y3}
= +

XX Nty
=T(u)+T(v)
Let & be a scalar. For T'to be linear we also need to show 7'(ku)=kT (u):
X
T(ku)=T| k|x,
X3
kx,
=T|| kx,
kx,
_ {2kx1—3kx2+4kx3}:k{2x1—3x2+4x3}:kT(u)
Applying the given linear map —kx, +kx, X X,

Hence T'is a linear map.
The standard matrix S is given by the coefficients of x,, x, and x3.

2
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X Xy Xy
Xy
2 -3 4 2x, —3x, +4x,
S= Because T'| x, |=
-1 10 —X, + X,
X3

3. An example of a non-linear transformation f: 0% —[1? is

GG
This does not satisfy £ (ku) =k (u) where u= B
(ONCH|
el e

We have f(ku)=4k’f(u)=ks(u) which means that/ is not a linear transformation.

} because

4. (a) The standard matrix for 7(x,, x,, x;)=(3x,+2x;, 3x,—4x,)is
determined by evaluating 7'(e,), 7'(e,) and T (e,) where e,=(1, 0, 0),
e,=(0, 1 0) ande,=(0, 0, 1) [or reading off the coefficients of x,, x, and

X ]

o) e g (3 rea-ofo )

Thus the standard matrix S is given by

s=(r(e) | 1) | T@)=[; _; o]

(b) By Proposition (5-7) T is one-to-one < ker( )={O}. How can we find ker(T)?
By finding x,, x, and x, suchthat 7'(x,, x,, x;)=(3x,+2x;, 3x—4x,)=0:

3x, + 2x, = 0 (*)

0 ()

2 :
From (*) we have 3x, =—2x, = x,=——x;. Let x; =3¢ where ¢ is any real number.
3

3x, — 4x, =

Then x, =—2¢. Substituting x, =—2¢ into the bottom equation (**) we have

3y, —-4(-2t)=0 = x :—gt
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. 8 .
We have non-zero solutions because x;, = _§t’ x, =—2t and x, =3¢ where t el . This

-8t/3
means that ker (7)=<| -2 tell +#0.
3¢

Hence T is not one-to-one.
(c) From part (b) we have dim(ker(T)) =1 because there is only one free variable (7).

Using the dimension theorem (5-5) which says:
dim(ker(T))+dim(range(T))=n (1)

where n is the dimension of the domain. In this case the domain is [J ° because we are
given T(x, x, x3)=(3x,+2x, 3x,—4x,)whichmeans 7:[°—0°2.
What is the dimension of [1°?
Itis 3. Substituting n=3 and dim(ker(7))=1 into () gives

1+ dim(range(T)) =3 = dim(range(T)) =2
This means that range(7) =0 ? and since we have 7': [1° —[]? therefore T'is onto.

5. (a) How do we check that the given set S is a subspace of 1% ?
By using
Proposition (3-5). A nonempty subset S is a subspace of a vector space V <
@) O e S [Zero vectorisin S].
(b) If u and v are vectors in S then any linear combination ku-+cv isalso in S.

Clearly the zero vector 0is in S because 0-u =0.

Let v and w be vectors in S and k& and ¢ be scalars. Need to show that kv -+cw is also
in S for S to be a subspace of [] 2:

(k;+c7v)~ﬁ=k(;-&)+c(7v-&)
=k(0)+¢(0)=0 [5-&:%-&:0 because v, :VES]

Since both conditions of Proposition (3-5) are satisfied therefore S is a subspace of [] 2.

(b) (i) We are given
1 2 0 1
T = and T =
L) = ] Hs
L [1j — (oj _ 1 0
We have to write ¢, = and e, = in terms of and ;
o) el memect |y ]
ool o
e = =a +b gives a=1 b=-1
0 -1 -1
aloael)
e, = =c +d gives ¢=0, d=-1
1 -1 -1

We can find T(Zl) and T(a) by using the above:
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[_3—(_(1))} [Substituting =1 and b=—1]
AR(EHEE
-T = - =
-1 -1 11 |3] |-2
T(g) = T(ED = T(O(_ﬂ _(—cl)]j [Substituting ¢ =0 and d =-1]
Ll
=0T -T =0l 7 |=| " |=
-1 -1 1] |3] |-3
(if) The matrix representation A with respect to the standard basis is
A:[T(Z) ‘ T(Z)}: L -1 where 7| " |=A| *
1 2 ) _3_ y y

(iii) Let w:(wlj then

w,

(ISR

1 Taking the
8 inverse matrix

. w, -1
That is w = = .
w, -2

6. (a) The given transformation S is
x, —4x, +2x,

x
' 2x, + Tx, — x,
S| x, |=
—x, —8x, + 2x;,
X3

2X, +x, + X,
Remember the standard matrix is given by the coefficients of x,, x, and x,. This
means that the standard matrix, call it A, of operator S is

1 -4 2
2 7 -1
A p—
-1 8 2
2 1 1

(b) To find a basis for the range of T'we take the transpose of matrix A and then place
this into row echelon form:
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T

L4 2 1 2 -1 2
2 7
A:182:—47—81

s 1 g 2 -1 21

Labelling the rows of A™:
R (1 2 -1 2
R, |4 7 -81
R 2 -1 21
Carrying out the row operations R, +4R, and R, —2R,:
R, 1 2 -1 2
R,'=R,+4R |0 15 -12 9
R,/'=R,-2R (0 -5 4 -3
Executing R,"/3:

R 1 2 -1 2

R*=R,13|0 5 -4 3

R, 0 5 4 -3

Executing R,'+ R, *:

R 1 2 -1 2

R,* 0 5 4 3

R*=R,'+R,*(0 0 0 O
0
A basis for the range are the non-zero rows of the last matrix, that is i , j
2 3

7. (@) T: V —W isalinear transformation if both the following conditions are
satisfied:
T(u+v)=T(u)+T(v) and T (ku)=kT(u)

for all vectors u and v in 7 and any scalar «.
(b) The kernel of 7, ker T, is the set of vectors vin Vof T: V' — W such that
T(v)=0.
(c) We need to prove that:

T'is injective, this means one to one, < ker 7' ={O}
Proof.
(=). We assume T'is one to one. By Proposition (5-1) we have T(O) =0.Since Tis
one to one therefore there can be no other vector in 7 which is transformed to the zero
vector under 7. Hence ker 7 ={O}.
(<:) . We assume ker 7' = {O} . What do we need to prove?
T'is one to one (injective). How?
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By Definition (5-7) which says:
Transformation 7'isone to one <> u =V implies T'(u) =T (v).

Let u and v be in ¥ such that u = v. We have
T(u-v) = T(u)-T(v)=0
because 7 is linear

Because if 7(u)—7(v)=0 then we have
T(u)-T(v)=T(u-v)=0 = u-v=0 = u=v
This is contradiction because we had u = v therefore
T(u)-T(v)=0
Hence T'(u)=T(Vv). By Definition (5-7) we conclude that 7 is one to one (injective).

(d) We need to find ker 7'which means we need to find x, y and z such that

iy 0
X+
xX+y+z 0
z
We have to solve the simultaneous equations
X 4+ y =0 (*)
x +y + z =0 (**)
From the top equation (*) we have x=—y. Let y=¢ where ¢ is any real number then

x =—t . Substituting these, x=—¢ and y =¢, into the bottom equation (**) gives
z=0. Thus ker T is given by

X —t -1
kerT=|y|=| t|=t| 1|wheretell
z 0 0

We conclude that ker(7') = span

——

(-1 1 0o},

8. a. To find a basis for the image (range) of 7'we need to transpose the given matrix
and we can call this new matrix A:

r (1 10
11 10
1 10
11 -1 1| = =A
1 -1 2
00 21
0 11

How do we find a basis for the image of T?
It is the non-zero rows of the (reduced) row echelon form of matrix A:

R (1 10
R,J1 10
R, |1 -1 2
R,\0 11

Carrying out the row operations R, — R, and R, — R, :

7
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R 1 10
R*=R,-R |0 0 O
R,—R |0 -2 2
R, 0 11
Carrying out the row operation R, *+2R,:
R 110
R,* 0 0O
R,'=R,*+2R, |0 0 4
R, 011
Dividing the third row by 4 and interchanging rows R, * and R, :
R 110
R,'=R, |0 1 1
R,"=R,'/4|0 0 1
R,=R,* (0 0 O
Executing R, —R,":
R 110
R,"=R,'-R,*|0 1 O
R* 0 01
R, 0 0O

Finally executing R, —R," gives us a matrix in reduced row echelon form:
R'=R—-R,"(1 0 O
R," 01
R* 00
R, 00
A basis B for the image of 7 are the non-zero rows of this last matrix, that is
0
0

B= ,

The columns of the matrix associated with 7 does span [J * because a basis for this is
the set B above which is the standard basis for [1°.
b. The transformation 7 is onto because the basis for the image of 7'is the set B given in

part a which is the standard basis for [ * which means that the range of T'is [ * and we
aregiven 7: % —[°.
c. A basis for the null space of T can be found by placing the given matrix into reduced
row echelon form and solving the resulting equations Rx=0:

R (11 10

R,|1 1 -11

R0 0 21
Carrying out the row operation R, — R, :
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R 11 10
R*=R,-R |0 0 -2 1
R, 00 21
Executing R, + R, *:
R 11 10
R,* 00 -21

R*=R,+R,*\0 0 0 2
Dividing the bottom row by 2 gives
R 11 10
R,* 00 21
R/'=R*/2(0 0 0 1

Executing R, *—R,":

R 11 10
R,'=R,*-R,'|0 0 -2 0
R, 00 O
Dividing the middle row by —2 gives
R, 1110
R,"=R,/(-2) |0 0 1 0
R, 0 001

Carrying out the row operation R, —R," gives us the reduced row echelon form matrix
R:

R'=R-R" (1 1 0 0
R," 0 01 0|=R
R, 0 001
Null space is found by solving Rx =0 which is
X
1100 0
001 0| ?[=|0| givesx=-x, x,=x,=0
000 1) lo
Xy
1
A basis B’ for the null space is B'= _0
0

d. By part ¢ we have one vector in the basis of the null space so the dimension of the
null space is 1 which means that nullity (T )=1.
Since nullity(T) =1 therefore the given transformation T is not one to one because

Proposition (5-8) in the main text says:
Tisonetoone < nullity(T)=0.
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9. We are given that

1
-1
T{ }z -1 and T{ 2}: 0
2 -2
. 7
However we need to find T{ 1J.How?

7 3 -1
We need to write { 1 in terms of L SJ and L ZJ' Let @ and b be the scalars such

3 -1 7
a +b =
o)l
Writing these out as equations and solving
3a-b=T7
—Sa+2b=-11

3 -1 7 ) 7
Thus we have 3 +2 = . To determine T we have
-5 2 -11 -11

AR [ L4 33

that

}giveSa:B and h=2

3 -1 -
:3T{ S}LZT{ 2} [BecauseT |sI|near]
1 [ 3] 1 3
. 3 -1
=3|-1(+2| O Using T{ 5}: -11, T{ 2}: 0
2| -2 2 -2
3+6 9
=|-3+0|=|-3
6-4 i 2_

10. One definition of mathematics is the science of patterns. What pattern do you

1
notice about the given vector | 1|?
-1
1 -1
li=-1-1
-1 1

Since L is a linear transformation therefore
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1 1 1 1 1
L —L| -1 -1||=-L||-1|| = =] 2]=|-2
1 1 1| |Shetante 4| | -4

11. (a) We are given that matrix A is of size 6x5. What does this mean?
Means the matrix A has 6 rows and 5 columns. We are also given T(x) = Ax which

means we have

5 columns
ay ... ag\(x apX, ... QXg
6rowsel .| i=] :
g "+ g5 )\ X5 g Xy v AgsXg

The given transformation 7': 1° —[1°. We have m=6 and n=5.

(b) Since the range of T'is a subset of [1 ® therefore the maximum number of linearly
independent vectors in the range is 6.
(c) We are given that nullity of A is 0. By the dimension theorem (5-5) we have

nullily(T)+rank(T) =n
Substituting nullity(T)=0 and n =5 gives rank(T)=5. Since rank(T)=5 therefore
range of 7'cannot equal [1° because dim(D 6) =6 so T is not onto.
(d) Since nullity(T) =0 therefore T is one-to-one because Proposition (5-8) says:

T:V—W isonetoone < nullity(T)=0

12. Let A be the matrix representing the transformation 7': (1> —[1°. We have
A= [T(el) | T(e, )} We are given

2 3
T(e,))=|1|and T(e,)=|k
h 0
2 3
Thus the matrix A isgivenby A=|1 k |. For what values of h and k is the
h 0

transformation one-to-one?
By Proposition (5-7) we have T'is one to one < ker(T) =0 where O is the zero

vector. How do we find the kernel of T ?

X
Let x:[
y

means the only solutionto Ax=0 is x=0 and y=0.
By expanding Ax=0O we have

X

} then ker(T)z{x | Ax=O}. For one to one we need x={
Yy

} =0 which

2 3 2x+3y 0
Ax=|1 k H: x+ky |=|0
r o)t hx 0
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From the bottom row we have
hx=0 = h=#0

Why do we need h#0?
Because if #=0 then x =0 will satisfy the bottom row. Remember the only solution to
the above equations is x=y=0.
The first two rows are the simultaneous equations
2x+3y=0 (1)
x+ky=0 (2)
Multiplying equation (2) by 2 and subtracting from (1) we have
2x+3y=0
2x+2ky=0

(3-2k)y=0

We have 3-2k#0 = k;«tg.
This means that the given transformation is one to one for all real values of # and &

provided 2 =0and k = g :

13. (a) The zero vector in C[0, 1] is the constant function 0.

(b) Let f, geC* [O, 1]. What do we need to show?

Required to show both the following conditions:
T(f+g)=T(f)+T(g) and T (kf)=kT(f) where k is a scalar

Checking T'(f+g)=T(f)+T(g):

r(r+8) =28 ) a(r 4 g)(v)

- [(r+8)(0)]-2()(x)-2(2)(x)
= L1 ]+ (]-207)(x)-2(e) ()

=% (1)-2()(0)+ F (x)-2(e) ()

() 7(s) -
Checking T (kf)=kT(f):
(k) =25 ) 2 k) ()
=KL ()))- 2k (1))
L) ]-20)0) =4 ()
=1(7)

Hence 7 is a linear transformation.



Complete Solutions Miscellaneous Exercises 5

(c) The kernel of Tis the set of functions /'« C'[0, 1] which satisfies

I (v)-27(x)=0

Rearranging this we have

Integrating both sides gives

[ [f ()] _, [ ax
/(x)
( (x)) =2x+C
Taking exponentials of both sides gives
f(x)=e"" =e”e" = 4e™ where 4=¢" isa constant

We have ker(7') = Ae** which means ker(7') = Span{ex} Therefore there is only one

vector in basis of ker(7') which implies dim(ker(7))=1.

14. We are given that 7: V' — W is a linear transformation.

() We need to show that ker () is a subspace of V.
How do we show this result?
By using Proposition (3-5) which says:
A non-empty subset S in a vector space ¥ is a subspace of I’ <
(@ OesS
(b) u, veS then forany scalars k£, ¢ we have ku+cveS
We need to show both the conditions, (a) and (b), of Proposition (3-5).
Proof.
Checking condition (a):
Since T(O) =0 therefore O e ker(7') so condition (a) is satisfied. This also means

that ker(7') is a non-empty subset of V.
Checking condition (b):

13

Let u and v be vectors in ker(T) and k&, ¢ be any scalars. Consider the transformation

of the linear combination ku+cv:
T(ku+cv)=kT (u)+cT(v) [Because T is linear]

=kO+cO [Because u, veker(T) so T(u)=T(v):O]
=0
This means that ku+cv e ker(T).

Thus both conditions of (3-5) are satisfied so we conclude ker(T) is a subspace of V.

(b) We need to show that im(T') is a subspace of W. How?
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Again we use Proposition (3-5) as described in part (a) above. Remember image of T’

is the same as the range of T.

Proof.

Checking condition (a):

Since T (O) =0 therefore O eim(T') so condition (a) is satisfied. This also means that
im(T) is a non-empty subset of 7.

Checking condition (b):
Let u and v be vectors in im(T) and k, ¢ be any scalars. We need to show ku+cv is

also in im(T).
Since u, v eim(T) therefore there must be vectors u’, v'e¥ suchthat 7(u')=u and
T(v')=v.We have
ku+cv=kT(u')+cT (V')
=T (ku'+cv') [Because T is linear]

We know u', v'eV and Vis a vector space so therefore ku'+cv' €V . This means
that ku+cveim(T).

Both the conditions of (3-5) are satisfied so we conclude that im(T) is a subspace of .

(c) How do we find the dimensions of the kernel and image (range) of T?
We can use the dimension theorem (5-5) which says:

dim(range(T))+dim(ker(T)) =n *)
where 7 is the dimension of V' ifwe have 7: V —>W .

In our case we have T: [1°® —[1°® so n=3. We need to find the dimensions of either
image of T or the kernel of 7. Let us find the dimensions of kernel which is the solution
setof T'(x, y, z)=0:

x + 2y - z =0 (1)
vy + z =0 (2)
x + y - 2z =0 (3)

From the middle equation (2) we have y=—z. Let z=¢ where ¢ is any real number.
Then y =—¢. Substituting these y =—¢ and z =¢ into the top equation (1) gives

x — 2t — t = 0 gives x=3
Our solution set is the kernel of 7'which is given by
X 3t 3
ker(T)=|y|=| -t |=t|-1| whererell
z t 1

Since ker(T)zspan{(S, -1, 1)T} therefore dim(ker(T))zl.
Substituting dim(ker(7'))=1 and =3 into the above equation (*) gives
dim(range(T))+1=3 = dim(range(T))=2
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Hence we have dim(ker(7))=1 and dim(range(T’))=2. Remember range and image

are identical terms so dim (image(T))=2.

15. We are given that {T(v,), T(V,), ---, T(v,)} is linearly independent and we

need to prove that S={v,, v,, ---, v, } is linearly independent. How?
Required to prove that kv, +k,v,+---+kVv, =0 = k=k,=---=k, =0.
Proof.

Consider the linear combination
kv, +kV,+---+kVv =0
where &, k,, ---, k, are scalars. Taking the transformation of this gives
T(kV,+kV,+---+kVv,)=T(O)
Since T'is linear we have
kT (V) +k,T(V,)+--+kT(v,)=T(0)=0

We are given that {T'(v,), T(v,), --, T(v,)} is linearly independent therefore

b=k, ==k =0
We have kv, +k,v,+---+kv, =0 = k =k,=---=k, =0 which means that
S={v,, v,, ---, v,} islinearly independent.

|
We need to show that S ={v,, v,, ---, v,} is linearly independent =

{T(v,), T(v,), -+, T(v,)} is linearly independent.
For example consider the linear transformation 7': [ > —[] * given by

)

1 2
Let v, = LlJ and v, = {J then these are linearly independent but

i)

Since T'(v,)=0 therefore T(v,) and T(v,) are linearly dependent because one of
the vectors is the zero vector.

16. (a) A mapping 7': P, — B, is a linear mapping if both the following conditions are
satisfied:
T(p+q)=T(p)+7T(q) and T(kp)=kT(p)
where p and g are any vectors in P, and k is a scalar.
Checking 7'(kp)=kT(p):

Let k be ascalar and p = a, +at+a,t’ then applying

T(ao +at+ aztz) =3a,+ 2a,t + agt’ +(a,+a,) 1’

gives
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T (kp) =T (apk +akt +akt*)
=3ak + 2a,kt + agkt® +(ak + a,k)*

= k[3al +2a,t +ayt’ +(a, +a, )t3]

=7(p)
=4T(p)
(b) The matrix A is given by A=([T(1)}C ‘ [7(1)]. ‘ [T(tzﬂc). We need to find

T(1), T(¢) and T(tz) where T(a0 +alt+a2t2):: 3a, +2a,t +agt’ +(a, +a, )t

T(1)=T(1+0640%) = 3(0)+2(0)+1*+(0+0)¢° =¢°
ay=1, =0 and a;=0
T(t)=T(0+1+0%) = 3(1)+2(0)¢+0 +(1+0)¢* =3+¢°
ay=0, ¢;=1 and a;=0
T()=T(0+0t+1%) = 3(0)+2(1)¢+0 +(0+1)s° =2t +¢°
a4y=0, ¢=0 and a3=1

We need to write each of these vectors 7'(1), 7'(¢) and T(tz) as coordinates of the
basis C:{l, t, 2, t?’}:

Il
~
Il

2 =0(1)+0(¢)+1(¢*)+0(¢)
=3+ :3(1)+O(t)+0(12)+1(t3)
)=2t+12=0(1)+2(r)+0(£*)+1(¢*)

What is A:([T(l)]c ‘ [T(t)]c ‘ [T(z‘z)}c) equal to?

=

0 30
0 0 2
1 00
011
(c) By using the above matrix A we need to determine T(2+5t—tz). What are the

coordinates of 2+5t—t* with respect to the basis B = {1, Z t2} ?

2
[2+5t—z2] =| 5
B
-1
0 3 0 15
2
~ 10 0 2 2|
We have A[2+5t—t ]Bz Lo o 5= ) . This means that
-1
01 1 4

T(2+5t—tz)=15—2t+2t2 + 47

Check: Applying T(a0 +at+ aztz) =3a, + 2a,t + ayt’ +(a, +a, )t
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T(2+5t-1) = 3(5)+2(~-1)t+26* +(5-1)¢° =15—2¢ + 2% + 4F°
ag=2, ;=5 and az=-1

(d) Yes we can do the same with 7'(p):=¢>+ p(r) but we will need to replace the
matrix A above with a new matrix.

17. (a) Let u and v be vectors in [ " and m be any scalar. Then 7: [1” —[1* is a linear
transformation if
T(u+Vv)=T(u)+T(v)and T(mu)=mT(u) (m is a scalar)

a d ]
(b) () Let u=| b | and v =| e | then applying the given transformation
c S
T([x, v, z])z[x+2y, 2y—3z, z+Xx, x] we have
N |a+2b d+2e
N | 2p-3¢ N | 2e-3r
T(u)=T||b||= and T'(v)=T|| e ||=
c+a 7 f+d
C
~ | a d
Evaluating the other way we have
a d
T(u+Vv)=T||b|+| e
c] LS
aid 2(ab—l-d)+é(b+e) . 2x+2§/
=T|| b+e||= +e)=3(c+ /) Because T|| v ||=| ¥ >
(c+ f)+(a+d) Z+Xx
c+f z
a+d X

- (a+2b)+(d +2e)
(2b—3c)+(2e—3f)
(c+a)+(f+d)

i a+d
[ a+2b d+2e
2b—-3c . 2¢-3f |

- T T
c+a f+d (u)+ (V)
| a d
=T(u) =7(v)

Hence we have 7'(u+Vv)=T7(u)+T(Vv). Let us check the second condition,
T(mu)=mT(u):
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a
mu)= m
T T b
c
ma+2mb a+2b
ma
2mb—3mc 2b—-3c
=T||mb||= =m :mT(u)
mc+ma c+a
mc
ma a

Thus the given transformation 7'is linear.
(i1) The standard matrix S of the given linear transformation

T([x, ¥, z])z[x+2y, 2y—-3z, z+x, x]
is determined by reading off the coefficients of x, y and z:

x y z
1 2 O X+2y
X
0 2 -3 2y—3z
S= Because T| y |=
1 0 1 zZ+Xx
z
1 0 O X
(c) We need to prove that T(v) (vel™) is uniquely determined by the vectors
T(b,), T(b,), ---, T(b,) where g={b,, b,, -, b,} isabasisof J".
Proof.
Let vell” be an arbitrary vector. Since f={b,, b,, ---, b,} isabasisof 0"

therefore we can write the vector v uniquely as
v=kb, +kb,+---+kb,
where the k’s are scalars. Taking the transformation of this we have
T(v)=T(kb,+kb,+--+kb,)
=kT(b,)+kT(b,)+-+kT(b,) [BecauseT is linear|
Thus T'(v)can be expressed uniquely by the vectors 7'(b,), T'(b,), -, T(b,).

18. (a) Need to show that B ={1+x, 1-x, e, (1+x)e"} is linearly independent.
Let &, k,, k;, and k, be scalars such that
k (1+x)+k,(1-x)+ke* + k, (1+x)e* =0

Expanding this out gives

(ky+k,)+(k —k, ) x+(ky +k,)e" + k,xe* =0
Equating coefficients of xe* gives k, =0.
Equating coefficients of ¢ gives k;+k, =0 = k;=0 [Becausek, =0].
Equating coefficients of x gives k, —k, =0 = k =k,.
Equating constants gives &k, +k, =0 = k =—k,.

18

From the last two lines we have k, =k, =0. Hence all our scalars k, =k, =k, =k, =0.

What does this mean?
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Means that the vectors in ,B:{1+x, 1-x, €', (l+x)ex} are linearly independent.

Since these vectors span the given subspace V therefore they are a basis for V.
(b) Using the expanded version from part (a) which is:

(k+k,)+(k—k, ) x+(ky +k, )" + k,xe" =1—xe* (%)
Equating coefficients of xe* in (X¥) gives k, =-1.
Equating coefficients e* gives k, +k, =0. Since k, =—1 therefore &, =1.
Equating coefficients of x and constants of (3.¥) gives the simultaneous equations

kl_kz:o} = =k ==
17— "2

k+k,=1 2
The coordinates of the given vector u=1—xe" with respect to the basis g is
k, 1/2
[u]ﬂ _ ll: _ 1/12
k, -1
(c) We need to differentiate each of the terms in 8 ={1+x, 1-x, €', (1+x)e'}:

%(1+x):1, %(1—x):—l, %(ex):e",%(l+x)ex:2ex+xe"

Writing each of these 1, —1, ¢*, 2¢" +xe” in terms of the basis vectors g we have:
(ky+ky)+(k —k, ) x+(ky + k, )" + kyxe® =1 implies &, =k, =%, ky=k,=0

1

(k) + (k= v (ks Ky )€ + ke = =1 implies ky =k, ===, ks =k, =0

(ky+ky)+(ky =k, ) x+ (ks +k, ) e* + kyxe® =e* implies k, =k, =k, =0, k=1

(ky+k,)+(k—ky ) x+(ky +k, ) e* + kyxe* = 2¢* +xe* implies k, =k, =0, k, =k, =1
We have

1/2 -1/2 0 0

B 1/2 B —1/2 x p 0 X X B O
[l] = 0 ,[—l] = 0 ,I:e} =1, [Ze +xe} =1
0 0 0 1

The matrix representation of this differentiation operator is given by

h-|a | | [¢] | [2e+x] |

1/2 -1/2 0 O

1/2 -1/2 0 O
The matrix is [D]i = o o 1 1/

0 0 0 1

(d) We first differentiate the given u=1—xe":
d
—I1l-xe" |=—| e +xe" |=—€" —xe"
ol 1mxet = et e
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[Du]’g is the coordinates of Du with respect to the basis £ . This means we need to
find the scalars &, k,, k; and k, such that
(ki +k,))+(k—ky ) x+(ky +k, )" + k,xe" =—e" —xe"

0
L sy | 0
which gives k, =k, =0, k,=—1 and k,=0. Thus [Du]" = ol
-1
/2 -1/2 0 0| 1/2
1/2 -1/2 0 0| 1/2 0
Working out [D]/ [u]’ = = "
p 0 0O 1 1 1 0
0 0 0 1) -1 -1
%/_/
From part (b)

Hence we have [Du]ﬁ :[D]ﬁ [u]ﬁ.

19. (a)i. Letu =(Zj and v :(;] be our vectors in [ *. How do we show

whether the given map f is linear or not?

Need to show that both / (u+Vv)=f(u)+f(v) and f(ku)=Fkf(u), where kis a
scalar, are satisfied. This is definition (5-2).

We are given f/:0? >R (a, b)—>(a+b) °

Checking £ (u+v)=f(u)+1(

([Z:ZDAWWM [(a+c)+(b+d)]x®

given map

=(a+b)x5+(c+d)x5

=f(u)+f(v)

Checking 1 (ku)=kf (u):

A = (kaere)
- f kb Apply;g the( “ )x

given map
:k(a+b)x5 :kf(u)
Thus since /* satisfies both / (u+v)= f(u)+f(v) and f(ku)=kf(u) therefore f is
a linear map.
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a b

ii. We need to check whether f: M (2, 2) >0 ?*: ( d]—>(ad, bc)is linear or

C
a

b ad
not. Let A=£C d} then f(A):[bc]

Checking 1 (kA)=kf (A). Itis easier to check this condition first.

f(kA)=f(k(Z ZD
-o[(i )

kakd ud
N =K =k’f(A)=kf(A) [NotEqual
Applying the {kbkc} { bc:| / ( ) S ( ) [ q ]

given map
Hence the given map is not linear because f(kA)=k f(A) [Not Equal].
(b) The image (range) of amap f: ¥V —W istheset {f(v) | veV}, thiscan be
drawn as:

Image of f.

f

Vv w
The kernel are the elements in the vector space ¥ such that f(v) =0, that is all the

elements in Vof f: V' — W which get mapped to the zero vector.

The dimension of the image (range) of / is called the rank of f.
The dimension of the kernel of /' is called the nullity of /.
Let » be the dimension of the given vector space V. The Rank-Nullity theorem states:

rank(f)+nullily(f) =n

(c) Since nullity( f ) =1 therefore 1 is not injective (not one-to-one) because by:

Proposition (5-8). Let 7: ¥ — W be a linear transformation. 7 is one to

one (injective) < nullity(T)=0.
For /" to be injective (one-to-one) we need nullity(/)=0 but we have nullity( f)=1
which means f* is not one-to-one.
By substituting nullity( /) =1 into rank( f)+nullity(f)=n we have

mnk(f) =n-1

Since f: B, —[° therefore n=3 (dimension of B,) and rank(f)=3-1=2.
Dimension of [J * is also 3. In our case we have rank(f) =2 but dim(D 3) =3

This means that /" is not surjective (not onto) because by:
Proposition (5-10). Let 7: V' — W be a linear transformation. Then T'is

onto (surjective) < rank(T)=dim(W).
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(d) To prove that the given map is injective we need to show that ker( /) ={O}. What
is ker(f) equal to?
It is those elements (x, y, z, ¢)in [ * such that
f(x, y, zZ, t)z(x+y, 0, Z+t):(0, 0, O)
Writing this in conventional manner we have

xX+y

~

From the first and last rows we have

x+y=0 gives x=—y

z+t=0 gives z=—¢
Let y=a and ¢ =b where a and b are any real numbers then x=-—y=-a and
z=—t=—b. Hence elements in [l * which are mapped to the zero vectors are
(-a, a, -b, b)whereaandb are any real numbers. Thus

—a -1 0
a 1 0
ker(f)= 2179 4 +b 1 =0
b 0 1
(does not equal zero) therefore f is not injective.
-1 0
1

0 _ : :
ol |1 . Since we have two linearly independent vectors

0 1
therefore the dimension of the kernel is 2 which means nullity(f) =2.
What is the dimension of [1 * ?
4. Using the dimension theorem with n=4 and nullity(f)=2 we have
Rank(f)+Nullily(f) =n
Rank(f)+2=4 = Rank(f)=2
Since we are given that /: [ —[1® and dim (1 *)=3 but we have Rank(f)=2

therefore /" is not onto (not surjective).
This means that the dimension of image (range) is 2. A basis for the image can be
evaluated by:

A basis for ker( /) is

0 0
1

Atl=lo] 7|°

0 0
0

0 1
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1) (0
A Dbasis for the imageis <({ 0|, |0
0) (1

20. Do you remember what T, o T, means?
Let u be a vector in the domain, [ ?, of T, then (7,7, )(u) =7, (7, (u)).

Let u :(XJ ell? then
y
X
(LeT)(u)=1| T,
y
X ) [ «x
=T Because 7, =
x+2y vl [x+2y
2 2 (x]) [ 2x+
—X+x+2y y | —x+y
[ 3x+2y
| 2
What is the standard matrix S for this transformation?

lo 2

21. The standard matrix B for the given linear transformation
S((xl, Xy, x3)) =(3x,+5x, —x;, 4x,+3x;, x—x,+4x;)

Selection C is correct.

is given by reading off the coefficients of x;, x, and x,:

XX X

3 5 -1 X, 3x; +5x, —x;
B={0 4 3 Because S| | x, | [=| 4x,+3x;

1 -1 4 X, X, —x, +4x,

Therefore the matrix C is given by
Cx=(SoT)(x)
=8(7(x))
=B(AXx)
X, 9 -6 15)(x,
=(BA)x=|{|0 4 3|2 -1 0]|Ix,|=[20 -1 O X,
X, 15 5 5 )X,
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9 -6 15
Hence matrix C=BA=|20 -1 O
15 5 5

22. (a) Let x and y be vectors in (1 *. To prove that ¢ is a linear mapping
(transformation) we need to show both the following conditions:

p(x+y)=p(x)+¢(y) and ¢(kx)=ke(x) (kis scalar)
We have
d(x+y)=A(x+Y)

= AxX+ Ay

=$(x)+4(y)
Let k be scalar then ¢(kx)=A(kx)=kAx=kep(X).
Since we have g(x+y)=¢(x)+¢(y) and ¢(kx)=ke(x) therefore ¢ is a linear map
(transformation).
We are given that e, =(1, 0, 0, 0) therefore

¢(e1):Ae1
10 -1 1\(1
11 1 1/0
12 3 4o

-1 5 2 2)\0 -1
(b) Since we need to find the determinant of a 4x4 matrix therefore it should easier to
first carry out some simple row operations. Labelling the rows of matrix A we have
R (10 -11
R, 11 11
R,| 1 2 3 4
R,\-1 5 2 2
Carrying out the row operations R, —R,, R,—R, and R, + R, we have
R, 10 -11
R*=R,-R |0 1 2 0
R*=R,—R |0 2 4 3
R*=R,+R \0 5 1 3
The determinant of this last matrix can be found by expanding along the first column:

(t)
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1 0 -1 1
01 20 120
det =1det| 2 4 3

0 2 4 3
51 3

05 1 3

4 3 2 3
= det( —2det [ J
Expanding along 1 3 5 3

the first row
=(12-3)-2(6-15)=9-2(-9)=27
All the row operations carried out in (1) does not change the determinant therefore
det(A)=27.
(c) For a basis for ker(¢) we need to place matrix A into a reduced row echelon matrix
R and then solve the homogeneous system Rx =0 . From (}) in part (b) we have

R (1 0 -11
R*I0 1 20
R*|0 2 4 3
R*\0 5 1 3
Carrying out the row operation R,*—2R,* yields
R 10 -11
R,* 01 20
R,'=R,*-2R,*|0 0 0 3
R,* 05 13
Executing the row operations R,*—R," and R,'/3 gives
R 10 -11
R,* 01 20
R"=R,'/3 |0 0 0 1
R/‘'=R,*-R,'{0 5 1 0
Carrying out the row operation R,'-5R,* gives
R 10 -11
R,* 01 20
R," 00 01
R,"=R,'-5R,* 0 0 -9 O
Dividing the bottom row by —9 yields
R, 10 -11
R,* 01 20
R," 00 01
R'=R,'-5R,*\0 0 1 0

Carrying out the row operations R —R,", R +R," and R,*—2R," gives
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1 000
0100
0 001
0 010
Interchanging the bottom two rows gives the reduced row echelon form matrix R:
1000
0100
=R
0010
0 001
Solving Rx=0:
1 0 0 0)x 0
010 0lx = 0 gives x, =x, =x,=x, =0
0 01 0fx| |O 2o
0 00 1){x, 0

This means that ker(¢)=0 and so there is no basis for ker(¢).
Since ker(¢)=0 therefore nullity(¢)=0 and we are given that ¢: [ * - *
therefore im(p)=[1" and a basis for [ * is the standard basis:

1) (0) (0) (O
O (1| (0] |0
o"|ol|1] |0

0) \0) (0) (1
The given linear map ¢ is invertible because matrix A which represents ¢ is invertible
since det(A)=27 0 [Not equal to zero].

23. (a) (i) Let u and v be vectors in V'then T'is a linear transformation if
T(u+Vv)=T(u)+T(v)and T(ku)=kT(u) where k is a scalar.

(ii) The matrix A representing 7 with respect to the basis B = {E{ LTn} is

CE! a,
where T(LTI)= . T(LT)z

a

ml mn

(b) We are given that B = {sin X, COSx} which are the basis vectors. We need to find

: , : asin x
T(sinx), T(cosx) and write these in terms of {bco }
Sx

We have
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T (sinx)=(sinx)"+(sinx)" [Because T(f(x)):f'(x)+f"(x)]
:003x+(f303x)'
Similarly we ha\jecosx_sIn '
T(cosx)=(cosx)'+(cosx)" [Because T(f(x))=f'(x)+f"(x)]

=—sinx+(-sinx)’
=—SiNx—COSx
Collecting the above we have

T(sinx)=cosx—sinx=(-1)sinx+(1)cosx = [T(sinx)]B:{_iJ

T(cosx)=-sinx—cosx=(-1)sinx+(-1)cosx = [T(COSx)]B:tiJ

What is the matrix representation of T ?
Let [T]B be the matrix representing the given linear transformation 7 with respect to

the basis B={sinx, cosx}:

(7], =([7(sinx)], | [T(cosx)],)

3 -1 -1
L1
(c) By Proposition (5-21) we have T is invertible < the matrix [T'], is invertible.

-1 -1
is invertible?
1 1

Check that the determinant is not equal to zero:

-1 -1
det =1+1=2%0
1 1

How do we determine whether [T]B :(

Thus the given linear transformation is invertible and taking the inverse gives

42 1(-1 1
T ==
[ ]B 2[_1 _1J
(d) Tofind f(x) suchthat /"(x)+/'(x)=2sinx+3cosx we need to use [T]B_l

2
found in part (c) and the vector [3J because we are given 2sinx+3C0Sx:

m5)=20 a)ls)als)

Hence 1'(x) :%sinx—gcos)c.
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24. How do we show that (u, V>V = <T(u), T(V)> is an inner product?

We need to use the following from Chapter 4:
Definition (4-1).
An inner product on a real vector space ¥ is an operation which assigns to each
pair of vectors, u and v, a unique real number (u, v) which satisfies the

following axioms for all vectors u, v and w in " and all scalars £.

(a) (u, v)=(v, u) [Commutative Law]

(b) (u+v, w)=(u, w)+(v, w) [Distributive Law]

() (ku,v)=k(u, v)

(d) (u, u)>0 and we have (u, u)=0 ifand only if u=0
Proof.

Let u, v, weV and we are giventhat 7: V' —[]". The standard inner product on [] "
is the dot or scalar product denoted by -. We have

(U, ) =(T(u), 7(v))=T(u)-7(v)
Checking (a):

We have
(u, v)=(T(u), T(v))
=TTy o= T(v)T(u)=(v, u)
Thus part (a) of Definition (4-1) is satisfied.
Checking (b):

We have

=[T(u)-T(w)]+[T(v)-T(w)] [Because - isan I.P.]

Hence part (b) is satisfied.

Checking (c):

Let k& be a scalar. We have
(ku,v>:<T(ku), >

T(v)
= (kT (u),T(v)) [Because 7 is linear]

= [T (0)]- 7 (V) =K 7 (u)- T (v)]=(u, v}

Vv

Part (c) is satisfied.

Checking (d):
We have

(U, u)=(T(u), T(u))
=T(u)-T(u)>0 [Because - isan inner product]
Also
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0=(u, uy=(T(u), T(u))=T(u)-T(u) = T(u)=0
Since we are given that T is one-to-one therefore ker(7')=0O because Proposition
(5-7) says:
T'is one-to-one < ker(7)=0
This means that 7(u) =0 implies u=0. Part (d) is satisfied.
Since all four parts of definition (4-1) is satisfied therefore (u, V>V = <T(u), T(v)> is

an inner product.
|

25. We need to prove that if v, and v, are linear independent vectors in J where
T: V —W is a linearly one-to-one transformation then 7'(v,) and 7'(v,) are linearly

independent.
Proof.
Consider the linear combination

al (v,)+¢,T(v,)=0
where ¢, and c¢, are scalars. Since 7'is linear we have
T(qV,+¢,V,)=0

We are also given that T is one-to-one which means that ker(7)=0O because
Proposition (5-7) says that:

T:V —W isone-to-one < ker(T)=0
Therefore from 7'(¢,v, +¢,v,) =0 we have

qV,+c,v,=0

We are given that v, and v, are linearly independent which implies that ¢, =¢, =0.
Thus we have ¢T(v,)+¢,T(Vv,)=0 = ¢, =¢,=0 = T(v,) and T(v,) are linearly

independent. This is our required result.
| |

26. The following is true and proof of this follows:
If Vis a vector space and 7': V' —V is an injective linear transformation, then 7' is

surjective.
Proof.

Since T'is injective which is another term for one-to-one therefore ker(7)=0O because
Proposition (5-7) says:

Tis one-to-one < ker(7)=0
This means that the dimension of ker(T) is zero. Using the Dimension Theorem (5-5)
which states

dim(ker(7'))+dim(range(T))=n (n is the dimension of 1)
We have

O+dim(range(T)) = dim(V)

Thus dim(range(T))zdim(V). By
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Proposition (5-10). Let 7: ¥ — W be a linear transformation. Then 7' is
onto < rank(T) =dim(W).
We conclude 7 is onto or surjective because dim(range(T))=rank(T)=dim(V").

27. (a) We need to show that Im(4) < Ker(A4) given 4*>=0 and A: V>V .

Proof.
Suppose Im(4) ¢ Ker(A) thatis Im(4) is not subset of ker(.4). This means that

there is a vector y e Im(4) such that y ¢ ker(4). Since y e Im(4) therefore there is a
vector x e  such that 4(x)=y. Consider 4°(x):
A (x) = (4= 4)(x)

= A(4(x))

= A(y) [ Because A(x)=Y]

0 [ Because y ¢ ker( )]
Remember the definition of ker(4) are those elements u in ¥ such that 4(u)=0.
Since y ¢ ker(4) therefore 4(y)=0.
We have 4°(x)=O which means that 4% 0. This is a contradiction because we are
given that 4> =0 therefore our supposition Im(A4) ¢ Ker(.A) must be wrong so
Im(A4) < Ker(A) which is our required result.

(b) We need to show that the rank of 4 is at most 5.

The rank(A) = dim(lm(A)) and nullity(A4) = dim( ker(A)).
Proof.

From part (a) we have Im(A4) < Ker(.A) which means that

dim(lm(A)) < dim(Ker(A)) or rank(A) < nullity(A)

By the rank-nullity theorem which is (5-5) we have
rank(A)+nullily(A) = dim(V) =10

Suppose rank(A)>5 then

nullity(A) =10—rank (A)

<4  because we are supposing rank (A4)>5

This means that rank (A) > nullity(A). This is impossible because in the above we had
rank (A) < nullity(4). Thus our supposition rank(4)>5 must be wrong so
rank(.A) <5 which is our required result.
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28.Let A,BandCbein M, .Then T is linear if 7(A+C)=T(A)+T(C) and
T (kA)=kT(A) where k is a scalar. Checking the first result:
T(A+C)=(A+C)B+B(A+C)
=AB+CB+BA+BC
T(A)+T(C)=AB+BA+CB+BC
We have T(A+C)=T(A)+T(C).
Checking T (kA)=kT (A):
T (kA) = (kA)B +B(kA)
k(AB)+k(BA)
k(AB+BA)=kT(A)
(C) and T(kA)=kT (A) therefore T s a linear

Since we have T(A+C)=T(A)+T
transformation.

a C . .
29. Letu= (bj and v= (dj . To show that T'is not linear we prove

T(u+Vv)=T(uW)+T(v) [Not Equal]
We have

] e

[Using the rules of indices]

N e e’ +ef . e‘ef
_ed _eb +e! e’e?

Thus 7(u)+T(v)=T(u)+T(v) which means that T is not a linear transformation.

31





